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Abstract

Background Network models are useful tools for researchers to sim-
plify and understand investigated systems. Yet, the assessment of
methods for network construction is often uncertain. Random re-
sampling simulations can aid to assess methods, provided synthetic
data exists for reliable network construction.
Objectives We implemented a new Monte Carlo algorithm to create
simulated data for network reconstruction, tested the influence of
adjusted parameters and used simulations to select a method for net-
work model estimation based on real-world data. We hypothesized,
that reconstructs based on Monte Carlo data are scored at least as
good compared to a benchmark.
Methods Simulated data was generated in R using the Monte Carlo
algorithm of themcgraph package. Benchmark data was created by
the huge package. Networks were reconstructed using six estimator
functions and scored by four classification metrics. For compatibil-
ity tests of mean score differences, Welch’s t-test was used. Network
model estimation based on real-world data was done by stepwise se-
lection.
Samples Simulated data was generated based on 640 input graphs of
various types and sizes. The real-world dataset consisted of 67 me-
dieval skeletons of females and males from the region of Refshale
(Lolland) and Nordby (Jutland) in Denmark.
Results Results after t-tests and determining confidence intervals
(CI95%) show, that evaluation scores for network reconstructs
based on the mcgraph package were at least as good compared to
the benchmark huge. The results even indicate slightly better scores
on average for themcgraph package.
Conclusion The results confirmed our objective and suggested that
Monte Carlo data can keep up with the benchmark in the applied
test framework. The algorithm offers the feature to use (weighted)
un- and directed graphs and might be useful for assessing methods
for network construction.

Take home message for students Random sampling is a simple, but effective approach. It can be used
in the context of network analysis to access the quality of network reconstruction methods.
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Introduction

Networks are visualized by graphs, where
variables are represented as nodes, while
associations are depicted as edges (i.e.,
lines between nodes). Using such a form
of representation, graphs can help to sim-
plify a complex system by focusing on the
relationships of its members (Barabási and
Pósfai 2016) (e.g., see figure 1 for an exam-
ple, illustrating some advantages of graph
models in comparison to alternative ways
of visualization). Network analysis uses
graph theory to investigate the structure
of networks. In the context of social sci-
ence, social network analysis is used to
analyze interactions of social members,
called actors (nodes) and focuses on their
relationships (edges). Associations can
represent communication, exchange of
goods or emotional affection in the case
of friendship networks (Wasserman and
Faust 1994). Next to the static understand-
ing of networks, temporal networks trans-
mit changes of network structures over
time. Snapshots of networks at consecutive
time points can be analyzed by concepts of
temporal correlation or temporal overlap
(Nicosia et al. 2013). The first denotes with
which probability associations remain over
time, while the second addresses the time-
dependent similarity of networks. Such ap-
proaches can be useful to uncover dynamic
systems like modeling trade movements of
livestock (Büttner et al. 2016).
In the context of public health, network
medicine investigates the interrelationship
of hierarchies of multiple networks (i.e.,
social, disease and metabolic / genetic net-
works) to uncover phenomena like disease
(Barabási et al. 2011; Loscalzo et al. 2017).
For example, while there is a genetic influ-
ence on obesity (Frayling et al. 2007), the
influence of social factors like friendship
on the risk of a person becoming obese
could be shown to be more important by

considering social and underlying genetic
networks. Obesity clusters in social com-
munities made of friendship and family
networks (Christakis and Fowler 2007;
Barabási 2007).

Network construction methods

Constructing network models usually re-
quires information about the relevance
of particular associations between cer-
tain variables. Selecting the relevant vari-
ables thus, is crucial. Stepwise regression
(Heinze et al. 2018) based on each node
can be used but this approach requires
selecting thresholds and by including /
removing one variable at a time seriously
biases basic statistics of regression anal-
ysis, leading to upward biased 𝑅2 values,
too low standard errors for regression co-
efficients, too low 𝑝-values and too large
absolute values for coefficients (Copas and
Long 1991; Harrell 2001). Some of the
problems can be solved by using graphical
lasso for regulating coefficients (Fried-
man et al. 2008) and stability selection
(Meinshausen and Bühlmann 2006; Mein-
shausen and Bühlmann 2010). Other ap-
proaches calculate the correlation matrix
based on all variables and apply (hard)
correlation thresholds to filter relevant as-
sociations (Rice et al. 2005; Batushansky
et al. 2016; Sulaimanov and Koeppl 2016)
or use power transforms to perform soft
thresholding (Zhang and Horvath 2005;
Ghazalpour et al. 2006; Langfelder and
Horvath 2008). The later approach aims
to avoid loss of information by binariza-
tion. St. Nicolas House Analysis (SNHA)
constructs networks based on association
chains of variables based on their corre-
lations. The method has advantages as it
is non-parametric and there is no need to
specify a selection threshold for including
variables (Groth et al. 2019; Hermanussen
et al. 2021).
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Using simulated data for assessment

of network construction methods

Evaluating the applied method is critical
when constructing network models. Es-
timating the scale of the possible error

becomes difficult, because the interactions
of variables in a networkmight be complex.
Motivated by the fact, that randomized re-
sampling approaches like bootstrapping
are routinely applied for statistical analy-
sis to empirically determine error terms

Correlations

age lwt eth smo ptl ht ui ftv bwt rnd

age

lwt

eth

smo

ptl

ht

ui

ftv

bwt

rnd

0.18

−0.17

−0.04

0.07

−0.02

−0.08

0.22

0.09

−0.20

−0.17

−0.04

−0.14

0.24

−0.15

0.14

0.19

−0.02

−0.34

0.01

0.02

0.05

−0.10

−0.19

0.00

0.19

0.01

0.06

−0.03

−0.19

−0.06

−0.02

0.23

−0.04

−0.15

−0.03

−0.11

−0.07

−0.15

0.02

−0.06

−0.28

−0.05

0.06

−0.05 −0.03
−10 −5 0 5 10

−
10

−
5

0
5

10

PCA

PC1 (19.4%)

P
C

2 
(1

5.
6%

)

age

lwt

eth

smo

ptl

ht

uiftv

bwt

rnd

sm
o

pt
l ui

et
h

rn
d

lw
t ht

bw
t

ag
e ftv

16
17

18
19

20
21

22

Clustering

H
ei

gh
t

Graph

age

lwt

eth

smo

ptl

ht
ui

ftv

bwt

rnd

Figure 1 Comparison of multivariate data techniques. Next to the correlations, the results of a PCA, a dendrogram based on clustering

and a graph are depicted using the same example data set. The set contains data of variables related to the health status of 189 children

and their mothers, collected at Baystate Medical Center, Springfield, Mass during 1986: age – mother’s age in years, lwt – mother’s

weight in pounds at last menstrual period, eth – mother’s ethnicity (1 = white, 2 = black, 3 = other), smo – smoking status during

pregnancy (0 = no, 1 = yes), ptl – number of previous premature labours, ht – history of hypertension (0 = no, 1 = yes), ui – presence of

uterine irritability (0 = no, 1 = yes), ftv -number of physician visits during the first trimester, bwt birth weight of child in grams, rnd –

some random uncorrelated data. For graph construction the St. Nicolas House algorithm was used (Groth et al. 2019; Hermanussen

et al. 2021).
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or confidence intervals (Efron and Tibshi-
rani 1986), we think, that a simulation-
driven approach could aid assessing a cer-
tain network construction method. We use
an approach based on the Monte Carlo
method (Metropolis and Ulam 1949) due
to its simplicity. We describe the approach
in the method section in more detail.
Our approach allows for flexible random
data generation on pre-defined graph struc-
tures, which is superior to most example
data provided by statistical software (e.g.,
R). We want to provide a simple tool to un-
cover strengths and limitations of methods.
In view of the notion, that “the art of data
analysis is about choosing and using
multiple tools” (Harrell 2001), our ap-
proach is embedded in a broader frame-
work of statistical analyses.
Our presented analysis proceeded as fol-
lows: We generated synthetic data based
on pre-defined network structures of var-
ious network types and sizes, performed
network reconstruction and finally evalu-
ated the network reconstructs by binary
classification. Such a testing framework
can identify suitable candidate models
or identify weaknesses of modeling ap-
proaches by investigating on how precise
and sensitive predictions of associations
between the variables are.
We tested the hypothesis, that network
reconstructs based on the Monte Carlo
approach are scored at least as good com-
pared to a benchmark. For comparison, we
used the data generation function of the
R package huge. We also altered parame-
ters of the Monte Carlo function to assess
their influence on scores of network recon-
structs. Finally, we applied a well-scored
network construction method to construct
a network model based on real-world data
(Mattsson 2021).

Samples and methods

Software

For most of the computations and pro-
gramming we used the programming lan-
guage R (R Core Team 2021) version 4.0.4.
Time critical parts were implemented in
C++ via the interfaces Rcpp (Eddelbuettel
and François 2011) version 1.0.7 and Rcp-
pArmadillo (Eddelbuettel and Sanderson
2014) version 0.10.7.0.0, enabling access
to the C++ library Armadillo (Sanderson
and Curtin 2016), (Sanderson and Curtin
2018) version 10.6. Embedding data into
the manuscript and formatting of tables
was done by dynamic report generation
using knitr (Xie 2021) version 1.36 and
xtable (Dahl et al. 2000) version 1.8-4. We
used our R package mcgraph (Groth and
Novine 2022) version 0.5.0 for most of
the computational work, including syn-
thetic data generation, data imputation,
creation of network structures, estimation
of networks, evaluation of estimates and
graph visualization. As a benchmark for
the Monte Carlo data, the huge package
(Zhao et al. 2012) version 1.3.5 was used.
Statistical analysis and graphics were done
using R standard packages and ggplot2
(Wickham 2016) version 3.3.5.
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Classification metrics for assessment

of network reconstructs

We reframed the task of network recon-
struction as a binary classification problem.
Based on raw data, an estimator function
(i.e., a classifier) was applied to classify
edges as being present (positive case) or
absent (negative case). By comparing the
classification results to the true network
structure, the classification can be evalu-
ated.
We briefly defined the possible outcomes of
the classification:

• true-positive (TP): correct classifica-
tion of an edge as being present

• true-negative (TN): correct classifica-
tion of an edge as being absent

• false-positive (FP): incorrect classifica-
tion of an edge as being present

• false-negative (FN): incorrect classifi-
cation of an edge as being absent

For evaluationweused fourmetrics (seeTa-
ble 1 for a detailed list):

1.AUC, Area Under the Receiver Operat-
ing Characteristic (ROC) curve (Hanley
and McNeil 1982), sensitivity (TPR) plot-
ted against FPR.

2. PR-AUC, area under the Precision-Re-
call Curve (PRC), precision (PPV) plot-
ted against sensitivity (TPR).

3. averaged Balanced Classification Rate
(BCR)

4. averaged and normalized variant of
Matthews Correlation Coefficient (norm-
MCC) (Matthews 1975)

Each classification metric is based on an-
other scoring scheme, so that classification
results should eventually be different. In
general, for metrics in the range of 0 to 1,
values of 0.5 indicate classification results
not better than random. In ROC and PRC
plots, this is indicated by the baseline diag-
onal. Mostly, networks are sparse, so that
the set of underlying classes is imbalanced
(i.e., the number of absent edges is much
higher than that of present ones). In such
cases PR-AUC is preferred over AUC, be-
cause PRC plots capture the relationship

Table 1 Summary of metrics used for the evaluation of classification results. The formula for the calculation of the Area Under the ROC

curve and PRC is based on the trapezoid rule. The variable r denotes the number of classification results, including those points located

at (0, 0) and (1, 1) in the ROC curve plot, which are set as start and end values. For the Precision-Recall Curve (PRC) those coordinates

are switched. For MCC a normalized version based on (Cao et al. 2020) is given, scaling it to the range of 0 to 1. Next to the formula for

the calculation, the best and the worst possible scores for each metric are included.

Metric Abbreviation Calculation Worst Best

Sensitivity TPR
𝑇𝑃

(𝑇𝑃+𝐹𝑁)
0 1

Specificity TNR
𝑇𝑁

(𝑇𝑁+𝐹𝑃)
0 1

Precision PPV
𝑇𝑃

(𝑇𝑃+𝐹𝑃)
0 1

False-Positive Rate FPR
𝐹𝑃

𝐹𝑃+𝑇𝑁
= 1 − 𝑇𝑁𝑅 1 0

Area Under the ROC curve AUC ∑𝑟−1
𝑖=1

(𝑇𝑃𝑅𝑖+𝑇𝑃𝑅𝑖+1)(𝐹𝑃𝑅𝑖+1−𝐹𝑃𝑅𝑖)
2

0 1

Area Under the PRC PR-AUC ∑𝑟−1
𝑖=1

(𝑃𝑃𝑉𝑖+𝑃𝑃𝑉𝑖+1)(𝑇𝑃𝑅𝑖+1− 𝑇𝑃𝑅𝑖)
2

0 1

Balanced Classification Rate BCR
(𝑇𝑃𝑅+𝑇𝑁𝑅)

2
0 1

Matthews Correlation Coefficient MCC
(𝑇𝑃⋅𝑇𝑁−𝐹𝑃⋅𝐹𝑁)

√(𝑇𝑃+𝐹𝑃)(𝑇𝑃+𝐹𝑁)(𝑇𝑁+𝐹𝑃)(𝑇𝑁+𝐹𝑁)
-1 1

Normalized Matthews Correlation Coefficient norm-MCC
(𝑀𝐶𝐶+1)

2
0 1
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between PPV and TPR, both concerned
with the fraction of TP among prediction
outcomes. AUC on the other hand relies
on FPR, which has the number of TN
cases in the denominator. This number
will be overwhelmingly higher in the case
of sparse networks and will push the value
of FPR towards 0 (i.e., best score) leading to
an overly optimistic and misleading AUC
(Cao et al. 2020; Chicco and Jurman 2020).
Next to AUC and PR-AUC, we additionally
used BCR and norm-MCC to (1) express
the underlying characteristics of the data
better (2) illustrate and control for differ-
ences of the scoring values and (3) compare
trends across metrics.

Proposed Monte Carlo method for

simulated data generation

Input graphs

The input for the data generation algorithm
is either an (weighted) un- or directed
graph. Assume an initial graph 𝐺 with a
set of nodes 𝑉 (𝐺) with 𝑉 = {1, 2,… , 𝑝}
and a set of edges 𝐸 (𝐺) with 𝐸 ⊆ 𝑉 × 𝑉.
Computationally, we represent the graph
in form of an adjacency matrix (i.e., a bi-
nary square matrix with the dimensions
𝑝 × 𝑝, with 𝑝 being the number of nodes
given by the size of the set 𝑉 (𝐺)). We
denote 𝐸 ⊆ {(𝑢, 𝑣) | 𝑢, 𝑣 ∈ 𝑉, 𝑢 ≠ 𝑣},
such that 𝑒 (𝑢, 𝑣) ∶ = (𝑒ᵆ𝑣|𝑒ᵆ𝑣 ≠ 𝑒𝑣ᵆ) is a
directed edge between node 𝑢 and 𝑣. Con-
sequently, an undirected edge is given as
𝑒 (𝑢, 𝑣) ∶ = (𝑒ᵆ𝑣|𝑒ᵆ𝑣 = 𝑒𝑣ᵆ). We define
a weight function 𝑤∶ 𝐸 → ℝ, such that
𝑤(𝑒ᵆ𝑣) is a weighted edge. We call an edge
between 𝑢 and 𝑣 simple, if |𝑤 (𝑒ᵆ𝑣) | = 1.
Throughout our analysis, we only consid-
ered simple edges. Edges are indicated by
non-zero entries in the according field of
the matrix. Positive or negative edges in-
dicate positive or negative associations be-
tween the according variables, respectively.
A directed graph is represented by a non-

symmetric adjacency matrix, while the ad-
jacency matrix of an undirected graph is
symmetric (i.e., dividing the matrix along
the diagonal leads to the two halves behav-
ing as image and reflection). Finally, we
defined the relationship of two connected
nodes as follows: A source node is a node,
where the edge originates from, and the
target node is a node where the according
edge ends in. Sometimes we call the source
incoming neighbor and the target outgoing
neighbor.
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Listing 1 Pseudocode for the Monte Carlo data generation algorithm

Input: 𝑝 × 𝑝 adjacency matrix 𝐺
Output: 𝑝 × 𝑛 matrix dataMatrix

procedure monteCarlo(𝐺, 𝑛, 𝑖𝑡𝑒𝑟, noise, 𝑝𝑟𝑜𝑝)
Create empty 𝑝 × 𝑛 dataMatrix, where:
𝑝 ← number of nodes
𝑛 ← number of samples per node
for 𝑖 ← 1 to 𝑛 do

𝑋𝑖 ← Vector with data randomly drawn from 𝑁 (𝑥, 𝑠)
for 𝑗 ← 1 to 𝑖𝑡𝑒𝑟 do

foreach source in shuffle(𝑉(𝐺)) do
foreach target in shuffle(neighbors(source)) do

weight ← 𝑤(𝑒𝑠𝑟𝑐, 𝑡𝑟𝑔)
𝑝𝑟𝑜𝑝 ← Proportion source value for updated target value
𝑥′ ← weightedMean(𝑋𝑖(source), 𝑋𝑖(target), weight, 𝑝𝑟𝑜𝑝)
if (𝑤(𝑒𝑠𝑟𝑐, 𝑡𝑟𝑔) < 0) then

𝑋𝑖(target) ← 2𝑋𝑖 (target) − 𝑥′
else

𝑋𝑖(target) ← 𝑥′
endfor

endfor
Add noise to values

endfor
Assign values of 𝑋𝑖 to the 𝑖-th column of dataMatrix

endfor
return dataMatrix

Steps of Monte Carlo sampling

Monte Carlo sampling is done based on the
following iterative approach:

1.𝑝 data values are randomly chosen from
a normal distribution with a given mean
𝑥 and a given standard deviation 𝑠 based
on the probability density function

2.𝑁 (𝑥, 𝑠) = 1
𝑠√2𝜋

𝑒𝑥𝑝 (− 1
2𝑠2

(𝑥 − 𝑥)2) , 𝑥 ∈
ℝ

3. and assigned to each node in the set
𝑉 (𝐺).

4. A source node is randomly chosen from
the set𝑉 (𝐺)without replacement and all
its outgoing neighbors are found.

5. From the set of outgoing neighbors, a
target node is randomly chosen and the
weighted mean between source and tar-
get is calculated based on

6.𝑥′ = 𝑥𝑠𝑟𝑐 ⋅ 𝑝𝑟𝑜𝑝 ⋅ ||𝑤(𝑒𝑠𝑟𝑐,𝑡𝑟𝑔)|| + 𝑥trg ⋅ (1 −
𝑝𝑟𝑜𝑝) ⋅ ||𝑤(𝑒𝑠𝑟𝑐,𝑡𝑟𝑔)||

7. The initial value of the target is then re-
placed by the newly calculated value. By
adjusting a proportion argument (prop)
the user can determine, how the mean is
weighted (e.g., setting prop = 0.1 would
indicate, that the updated value for the
target node is calculated by taking 90%
of its prior value and 10% of the value
of the source node and then multiplying
the proportion with the absolute values
of the respective edge weights). Hence,
over time the value for the target be-
comes more correlated to the value of
the source.

8. For a given number of iterations, steps
2 and 3 are repeated for all the nodes in
𝑉 (𝐺) and the total number of outgoing
neighbors of each chosen source node,
respectively. All the steps are repeated 𝑛
times, where 𝑛 corresponds to the num-
ber of data values for each node. In the
end, the result of the procedure is an
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Figure 2 Graphs and data generation. An input graph with its resulting correlation matrix of synthetic data generated for a small

network. The input graph with 4 nodes and 3 directed edges (left), the correlation matrix (center) based on synthetic data generated for

this small network and a predicted undirected graph based on the underlying data (right). A is a confounder and has a strong positive

correlation to B and C. Due to the negative correlation between C and D, both, A and B are also negatively correlated to D, illustrating

the influence of indirect associations on the pair-wise correlation of two nodes. The data was generated by the here presented algorithm

using the Monte Carlo method. Red edges indicate negative correlations. In the correlation matrix, positive correlations are indicated

with a blue circle, while negative correlations are shown as a red circle. The strength of the correlation is depicted by the strength of

the color.

𝑝 × 𝑛 data matrix. In listing 1 the pseu-
docode of the approach is given.

9.When calculating the weighted mean,
the absolute edge weight is also con-
sidered, which will influence the mean
calculation. If edge weights are negative,
first the weighted mean is calculated as
previously, but subtracted from twice the
value of the target node to get its updated
value, making them anti-correlated. It is
important to note, that the algorithm de-
fines a source-to-target relationship for
each pair of connected nodes, indepen-
dent of the input graph being directed or
not.

Monte Carlo algorithm – How synthetic data is

created

The implementation of the algorithm of-
fers several arguments for which input
values can be varied to change the shape of
the synthetic data (see Table 2 Appendix).

We used the example in figure 2 to illus-
trate the mechanics of data creation. We
assumed simple edges and a value for the
influence of the source node on the tar-
get (𝑝𝑟𝑜𝑝 = 0.1, 10%). For details of the
algorithm see Listing 1. The algorithm cre-
ates a vector with 𝑛 random values from
𝑁 (100, 2) for each variable. In the depicted
directed graph, 𝐴 (source) influences 𝐵
(target) positively indicated by a directed
edge from 𝐴 to 𝐵. For simplicity, let us only
consider the first element of the vectors
of 𝐴 and 𝐵 given for example as 𝐴1 = 102
and 𝐵1 = 104. Based on the updating rule
the new value 𝐵′1 is the weighted mean
between the two values, so that 𝐵′1 =
(102 ⋅ 0.1 ⋅ |1|) + (104 ⋅ (1 − 0.1) ⋅ |1|) =
103.8. Consequently, after multiple itera-
tions the vectors of 𝐴 and 𝐵 become similar
and are positively correlated. The algo-
rithm adds noise after each iteration to
avoid that correlations develop too quickly.
Take the case, where 𝐶 only influences
𝐷 negatively without any other influence
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present (i.e., for the moment we neglect
that 𝐴 influences 𝐶 positively). Assume
𝐶1 = 98 and 𝐷1 = 100. In the first step, we
calculated the weighted mean between the
two values, so that𝐷∗

1 = 99.8. In the second
step we subtracted this result from twice
the value of 𝐷1 to get to its updated value,
so that𝐷′

1 = (2⋅100−99.8) = 100.2. Hence,
𝐶 and 𝐷 become more anti-correlated over
time.
Note, that the example network in figure 2
is more complex: 𝐴 is a confounding vari-
able. It positively influences both 𝐵 and 𝐶.
In consequence,𝐵 and𝐶 become correlated
due to their shared association with 𝐴. Ad-
ditionally, this confounding effect leads to
an anti-correlation between𝐴, 𝐵 and𝐷 due
to the shared association with 𝐶 (see the
correlation matrix in figure 2).

Methods used for network

reconstruction

We used following functions for network
(re)construction from the mcgraph pack-
age:
mcg.ct: Simple (hard) correlation thresh-
olding with hard based on a threshold 𝜏
to prune the correlated data values and to
encode the correlation matrix into a binary
adjacency matrix.
mcg.lvs: Stepwise regression (i.e., forward
variable selection). One variable after the
other was used as a response variable and
we preselected the k highest correlated vari-
ables of each response as candidates using
Pearson correlation. The selection was
based on minimizing AIC and at the same
time maximizing 𝑅2, while the change in
𝑅2 has to be equal or larger than a given
threshold.
mcg.rpart: Forward variable selection us-
ing regression trees (Breiman et al. 1984).
We again only used the k highest correlated
variables for each response variable using
Spearman correlation.

Additionally, we used following implemen-
tations of the huge package:
huge.ct: correlation thresholding
huge.glasso: graphical lasso (Friedman et al.
2008)
huge.mb: stability selection (Meinshausen
and Bühlmann 2006)

Analysis of parameters of the Monte

Carlo algorithm

Based on a cluster network (80 nodes, 235
edges, 3 components) shown in figure 4 we
tested the n, iter, prop and noise (see Table
2 Appendix) arguments to investigate their
influence on PR-AUC scores of network re-
constructs. In our simulation test, PR-AUC
scores for reconstructs of the cluster net-
work were among the worst, even by meth-
ods for which scores has been higher on
average. Hence, the network was selected
as a suitable candidate for optimization
tests. For network reconstruction we used
forward variable selection and evaluate the
reconstructs. We chose settings for the pa-
rameters based on a reasonable range and
plot PRCs to illustrate the influence on the
reconstructs.

Comparative analysis of Monte Carlo

data using network reconstruction

Based on the network types random, scale-
free, hub, and cluster (exemplified in fig-
ure 3) network reconstruction was done.
We used undirected graphs with simple
edges. In a first step, the given networks
were generated by the huge.generator func-
tion using the specified graph sizes (20, 40,
80, 400) shown in figure 5. We used the de-
fault values for parameters of the function
with the number of samples per variable
set to 𝑛 = 200. The number of edges was
internally determined by the function, as
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Figure 3 Examples of general network types. In our simulation analysis, we used the four network types random, hub, scale-free and

cluster to test the influence of the network structure on the quality of reconstructs.

well as the number of components for clus-
ter and hub networks. The generated ad-
jacency matrix was parsed to the mcgraph
Monte Carlo function mcg.graph2data to
use the same input graph. The parame-
ters of the function were set to 𝑛 = 200,
𝑖𝑡𝑒𝑟 = 30, noise = 1 and 𝑝𝑟𝑜𝑝 = 0.05. The
classification thresholds, which denote 𝑅2
cutoffs of the mcgraph estimators were
kept in a reasonable range, spanning from
0 to about 0.1. The values for the tuning
parameter 𝜆 of the huge estimators were

automatically calculated as advised by the
reference manual (Jiang et al. 2021). Net-
work reconstruction was performed based
on the implementations described in the
previous section (see Methods used for net-
work reconstruction). We evaluated the
reconstructs by AUC, PR-AUC, BCR and
norm-MCC. To determine significance in
mean differences, Welch’s 𝑡-test was per-
formed as described in literature (Berrar
et al. 2007; Wasserman 2013).
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Model cluster network with three components

Figure 4 Model cluster network. The depicted cluster network with three components was used as a model network for determining the

influence of four key parameters of the Monte Carlo data generation algorithm: iter, prop, noise and the number of samples per variable

n.

A real-world example – Analysis of the

relationship of linear enamel

hypoplasia and bone growth

Sample

We used data from (Mattsson 2021) col-
lected in late 2020 (ADBOU, Unit of An-
thropology,Department of ForensicMedici-
ne, University of Southern Denmark). The
data set consisted of observations of 67

medieval skeletons of Danish females and
males from the region of Refshale (Lol-
land) and Nordby (Jutland) in Denmark.
It included the age of death, which was
estimated based on different age mark-
ers using a standard method (Milner and
Boldsen 2012; Tarp 2017) and the sex of
the individuals. Additionally, it contained
measurements of the length of the pairs of
humeri, radial bones, thigh bones (femora)
and shank bones (tibiae). Presence of LEH
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Figure 5 Number of samples for each network type. Regard-

ing both packages, we used random, cluster, hub and scale-free

(Barabàsi-Albert) graphs, with number of nodes 20, 40, 80, 400.

For each generated graph structure 40 individual graphs were

randomly generated, such that the total number of input graphs

was 640. After data generation by the huge function (huge.gener-

ator), the adjacency matrix of each graph was given to the Monte

Carlo data generation function of mcgraph (mcg.graph2data).

Subsequently, network reconstruction was performed, followed

by evaluation of the reconstructs.

in the canines of both sides of the upper
and lower denture was included as a binary
assessment.

Sample preparation

Prior to further analysis, we performed
data imputation based on regression trees.
We calculated the ratio between the lengths
of the pairs of humeri and radial bones and
the ratio between the lengths of the pairs
of thigh bones and shank bones for each
sample. Furthermore, we determined the
average of the lengths of each bone type.

Network estimation

Our version of stepwise regression was se-
lected based on relatively high scores in our
simulation analysis described in the prior
section. Using LEH scores of canines of
the upper and lower denture, ratios of long
bones of arms and legs, lengths of humeri,
tibiae, femora, radial and sex, we estimated
a network to investigate the relationship be-
tween the presence of LEH and the growth

of the selected bones. The threshold Δ𝑅2,
which is used for model selection by the
stepwise regression algorithm was kept at
the default value of 0.04. Δ𝑅2 denoted the
difference of the 𝑅2 values of a model ex-
cluding and a model including a candidate
variable (i.e., it is the value by which the
regression model must improve to justify
the inclusion of a variable). We set the
number of most correlated candidates per
response variable to the default value of
𝑘 = 5. The other selection criterion was
a smaller value for Akaikes Information
Criterion (AIC) (Akaike 1974; Sakamoto
et al. 1986).

Results

The influence of parameters of the Monte
Carlo function on the shape of the simu-
lated data was assessed by comparing PR
curves of network reconstructs (Figure 6).
A higher number of iterations and a lower
value of prop improved PR-AUC scores.
The effect of noise on the scores was espe-
cially dependent on the number of itera-
tions:While for lower number of iterations
(15, 30) the noise level had an impact on
scores, such that less noise let to higher
scores, this effect disappeared by increasing
the number of iterations (60, 120). Higher
numbers of samples per variable had the
most positive effect on scores: While by us-
ing 100 samples per variable, scores were
equal to a random classification, the scores
improved substantially by using 1000 sam-
ples.
We compared scores for network recon-
structs based on (1) simulated data of the
Monte Carlo approach and based on (2) the
data generation function of huge. Figure
7 shows box plots on the basis of num-
ber of nodes (7A), four selected network
types (7B) and six estimator functions (7C)
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Figure 6 Testing the influence of key parameters of the Monte Carlo data generation function. We performed network reconstruction

using stepwise regression based on the cluster network depicted in figure 4. Reconstructs were evaluated by PR-AUC. Four set-ups

were tested and in each the number of iterations was doubled (i.e., we used 15, 30, 60 and 120 number of iterations). In (A) we varied

the prop argument using the values 5%, 10% and 20%. In (B) the random noise added was 0.1, 1 and 10, respectively. In (C) we varied

the values for the number of samples for each variable (100, 200, 1000). The diagonal line is the baseline indicating the result for a

random classification.

scored by AUC, PR-AUC, BCR and norm-
MCC. Table 3 summarizes the results after
applying Welch’s 𝑡-test.
Generally, we observed smaller variability
concerning scores for reconstructs based
on data of mcgraph than for reconstructs
based on data of huge. This was true across
all metrics. Regarding the graph types, ex-

cept for the hub graph, the median score
of reconstructs based onmcgraph data was
consistently higher. For the rest, there was
some variation between metrics. We ob-
served differences between median scores,
ranges, skewness of the underlying score
distributions and the number of outliers:
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Figure 7 Comparison of prediction quality between huge and mcgraph by number of nodes, network type and classifier. The subplot

in (A) shows the results for data generated either by huge or by mcgraph depicted as boxplots for three sets of nodes used for the

experiments: 20, 40, 80, 400. The predictions were evaluated by AUC, PR-AUC, BCR and norm-MCC. In (B) the evaluation results are

shown based on each network type: cluster, hub, random and scale-free. (C) shows the results for each estimator function: correlation

thresholding, glasso, stability selection of huge and correlation thresholding, forward variable selection, variable selection based on

decision trees of mcgraph. The orange dashed line indicates a random classification.

• The AUC median score was the high-
est and the distribution of scores was
skewed towards higher values, as indi-
cated by an asymmetry of upper and
lowerwhiskers (i.e., the upper whisker
was much smaller than the lower one).
In addition, the interquartile ranges
(IQRs) had a “squeezed” shape and
were mostly located in the upper part
of the plot. Most reconstructs were
scored best or around one, which
indicates low variability. This made

comparisons across variables difficult
and suggested an overly optimistic
evaluation. All AUC scores – includ-
ing the lower outliers – were located
above the baseline level of a random
classifier (orange dashed line).

• PR-AUC scores showed the largest
IQRs. The median values were lower
in comparison to AUC. While there
was some tendency of skewness to-
wards higher scores, assessing differ-
ences in the upper range was easier
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when compared to AUC. Notably, very
long IQRs of the scale-free graph type
and the largest graph size (400 nodes)
were observed for huge, while the
results of mcgraph showed higher me-
dian values and smaller IQRs. Some
scores had values below the baseline
level, implying a more conservative
evaluation of reconstructs by PR-AUC
compared to AUC, as we would have
expected due to the class imbalance.

• The BCR score distribution was less
skewed compared toAUCandPR-AUC,
as indicated by more equal-sized
whiskers. Whiskers and IQRs were
generally smaller than for PR-AUC,
implying lower variability. The me-
dian scores were lower in comparison
to AUC and no score fell under the
baseline level. Interestingly, while re-
constructs of mcg.rpart were scored
worst by PR-AUC, regarding BCR,
they were on a par with the highest
scored function mcg.lvs.

• norm-MCC scores resembled scores
based on BCR to a large degree: Rela-
tively low variability, with more equal-
sized whiskers, some lower and addi-
tionally upper outliers regarding the
number of nodes and classifier func-

tions, but no score falling below the
baseline level.

The results after applying Welch’s t-test
suggested that mean score differences of
zero were probably not compatible with
scores across all metrics. Confidence in-
tervals suggested that lower mean values
for huge compared to mcgraph were most
likely compatible with resulting scores (see
Table 3).
We applied the implementation of stepwise
regression (mcg.lvs) to estimate a network
model for a real-world data set provided by
Mattsson. For details see (Mattsson 2021).
Figure 8 illustrates the estimated network
model. There was no association of scores
of LEH in the four canines of upper and
lower dentures and the anthropometric
measurements of selected bones (humeri,
radial bones, thigh bones, shank bones).
The LEH binary scores for the canines
were present in one component of the
cluster graph, while the other component
included all variables related to measure-
ments of the selected bones and the sex.

Table 3 Comparison of the overall network reconstruction quality between huge and mcgraph. Network reconstructions were evaluated

based on the means of AUC, PR-AUC, BCR and norm-MCC for huge and mcgraph, assumed as class 1 and class 2, respectively. For each

metric Welch’s t-test ( = 0.05)was performed. The table shows: mean values for both packages, mean difference x, standard error SE,
upper and lower bounds for the 95% confidence interval of the differences CI95%, t- and p-values, as well as the degrees of freedom
df .

𝒙𝒉𝒖𝒈𝒆 𝒙mcgraph 𝜟𝒙 𝑺𝑬 𝑪𝑰𝟗𝟓%𝒍𝒃 𝑪𝑰𝟗𝟓%𝒖𝒃 𝒕-value 𝒑-value df

AUC 0.923 0.939 -0.016 0.002 -0.020 -0.012 -8.025 0.000 7324.231

PR-AUC 0.774 0.823 -0.049 0.004 -0.056 -0.041 -12.743 0.000 6303.119

BCR 0.795 0.822 -0.028 0.002 -0.032 -0.024 -13.614 0.000 7264.842

norm-MCC 0.775 0.799 -0.024 0.002 -0.027 -0.021 -14.241 0.000 7305.602
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Relationship of positive LEH scores and bone growth

canine.all
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ratio.arms

ratio.legs

sex

humeri.length

radial.length

femora.length tibiae.length

Figure 8 Network model for investigating the association between LEH in canines, bone lengths / ratios and sex. We performed network

estimation using stepwise regression (R2 = 0.04, k = 5) based on a dataset of 67 medieval skeletons collected from places in Den-

mark. The four canines of the upper and lower denture were given binary scores indicating the presence of LEH (canine.up.L, canine.up.R,

canine.low.L, canine.low.R). Also, the mean for these scores has been calculated (canine.all). For the humeri, radial bones, femora and

tibiae the average length was determined (humeri.length, radial.length, femora.length, tibiae.length), next to the ratio between humeri

and radial bones (ratio.arms) and the ratio between femora and tibiae (ratio.legs). Additionally, the sex of the individuals is included.

According to the network model, there is no association between the LEH scores in canines and the measures of the bones.

Discussion

We applied a simple simulation and test-
ing framework for network reconstruction
based on data of a new Monte Carlo algo-
rithm.

We found that network reconstructs can be
improved by adjusting key parameters of
the function which generates the random
data. Increasing the number of samples per
variable had the largest influence on the
improvement of reconstructs. This is a con-
sequence of general principles of Monte
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Carlo sampling (Metropolis and Ulam
1949):When a property like the association
between variables is approximated, the ac-
curacy depends on a minimum amount
of data coverage. Yet, the main advantage
of randomized resampling approaches is
that this minimum is often only a small
fraction of what would be needed with-
out iterative resampling. In our tests, 1000
samples provided optimal results. Up to
date the default sample value for the im-
plementation in mcgraph was set to 200,
which was a compromise regarding com-
putational cost and the quality of network
reconstructs. A smaller value of the pro-
portion argument improved reconstructs.
The argument noise can be used to distort
associations between variables by prevent-
ing correlations to develop too quickly. As
assumed prior to the test, this effect is
counteracted by an increased number of
iterations. We set the default value for the
number of iterations to 30 to consider qual-
ity of reconstructs, but also the runtime of
the function.We found good default values
of prop and noise to be 0.05 and 1, respec-
tively. A comprehensive list of arguments,
default values and guidelines can be found
in Table 1 in Samples and methods.
While we concentrated on a cluster net-
work when testing the parameters, we
assumed that results for other networks
would likely resemble the previously de-
scribed findings. We did a prescreening
using the simulation approach previously
described for network structures with vari-
ous types and sizes. We intentionally used
a network, which had scored very poorly.
If improvements based on such a poorly
rated network are possible, which is the
case as we showed, it is likely that these
are of general nature. The influence of the
parameters can mostly be attributed to the
mechanics of the algorithm and the gen-
eral principles of the Monte Carlo method
as a randomized stochastic process (e.g.,

more samples = better coverage = better
approximation).
The comparative analysis of the Monte
Carlo simulated data showed higher mean
scores for reconstructs based on mcgraph
compared to huge in support of our general
hypothesis. AUC scores (𝑥ℎᵆ𝑔𝑒 = 0.923,
𝑥mcgraph = 0.938, Δ𝑥 = −0.016, CI95% =
[−0.20, −0.012], 𝑝 < 0.0001) can be as-
sumed to be biased upwards due to strong
negative skewness of the score distribu-
tion (see figure 7). As mentioned earlier,
AUC is unsuitable for an imbalanced clas-
sification set. Scores of PR-AUC (𝑥ℎᵆ𝑔𝑒 =
0.774, 𝑥mcgraph = 0.823, Δ𝑥 = −0.049,
CI95% = [−0.056, −0.041] , 𝑝 < 0.0001)
were considerably lower, reflecting a more
conservative evaluation, but the variability
of the individual scores was much higher
compared to the other metrics especially
for huge data. While it is better suited for
class imbalance (Saito and Rehmsmeier
2015), its valuation scheme is a function of
the degree of imbalance (i.e., a graph’s spar-
sity). Consequently, scores are accurate for
large class imbalances, but for smaller im-
balances the scores should be corrected
downwards (Boyd et al. 2012). We did not
apply this correction in our study, and it
would not change the implications of our
main findings, because we concentrated
on mean differences between the packages.
Still, this should be considered for any
follow-up analysis. BCR scores (𝑥ℎᵆ𝑔𝑒 =
0.795, 𝑥mcgraph = 0.822, Δ𝑥 = −0.028,
CI95% = [−0.032, −0.024] , 𝑝 < 0.0001)
showed relatively low variability of indi-
vidual scores. The same was true for norm-
MCC (𝑥ℎᵆ𝑔𝑒 = 0.775, 𝑥mcgraph = 0.799,
Δ𝑥 = −0.024, CI95% = [−0.032, −0.024] ,
𝑝 < 0.0001). The mean scores of the latter
were the most conservative. MCC is a total
summary score of all outcomes and pro-
vides a balanced assessment of the relation
of FP and FN. Chicco and Jurman note,
that it is mostly the best metric to use, es-
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pecially in case of class imbalance (Chicco
and Jurman 2020).
The results additionally showed that net-
work reconstructs for scale-free networks
based on Monte Carlo data were especially
well assessed. This is noteworthy, because
networks of cells, social relationships or
other real-world systems are often char-
acterized by such a structure (Barabási
and Oltvai 2004). These networks are not
fixed concerning their size, but dynam-
ically grow by preferential attachment
(i.e., nodes connect to already high-degree
nodes) so that they are characterized by a
power-law degree distribution (Barabási
1999; Barabási and Pósfai 2016).
Concerning the relationship of LEH scores
and bone growth, we did not find any as-
sociation. The generated network estimate
after stepwise regression showed a clus-
ter graph with two separate components,
one component containing all bone related
variables and the other one contained all
variables related to LEH scores of canines.
By and large, this result agreed with the
more extensive statistical analysis done by
(Mattsson 2021), where SNHAwas applied.
Throughout our analysis we used a ver-
sion of stepwise regression and we have
already noted, that this method is prob-
lematic. We still used it because (1) in our
network reconstruction analysis the true
model was known beforehand or in the
case of the LEH model, there was at least
some model by another method / study we
could compare our results with, (2) we also
applied a collection of alternative methods
in comparison and (3) it seemed, that our
implementation based on preselecting co-
variates by highest correlation, using AIC
and 𝑅2 improved empirical results. But
this might not help with the fundamental
issues, that variables are selected one after
another purely based on the underlying
data using statistics, which are meant to
be applied on prespecified models (Har-
rell 2001). Thus, despite appearing as a

straightforward approach stepwise selec-
tion must be used very carefully or should
better be replaced with alternative meth-
ods (Huberty 1989; Heinze and Dunkler
2017; Smith 2018).
Another possible limitation of our analysis
is the use of classification: Classification
reduces the degree of information of a sig-
nal by binarization, reframing the initial
problem as an either-or question. F. E. Har-
rell notes, that in many circumstances this
is not the right way to confront real-world
problems and argues for the use of prob-
abilistic model approaches and methods
based on bootstrapping instead (Harrell
2001). The last step of our testing frame-
workmust not necessarily be based on clas-
sification, as we did here, but might well
be based on a richer probabilistic approach,
where the presence of associations is mod-
eled by probabilities or on bootstrapping
to assign empirical confidence intervals
for each edge. The important point is that
there is a pre-defined structure at hand
and suitable randomized data based on it
to begin with. Overall, the analysis of syn-
thetic networks can be worthwhile, and
our Monte Carlo approach has the advan-
tage of being conceptually and practically
simple but extendable. It offers the possi-
bility to use (weighted) un- and directed
input graphs for simulation analysis and
generates suitable data for it.

Conclusion

Generating synthetic data for graphs and
evaluate network reconstructs of methods
of interest, can be one step in the process
of method verification by researchers. The
mcgraph R package offers various features
to create and plot graph structures, as well
as to generate synthetic data based on
given graph structures for the purpose of
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network reconstruction. The simple Monte
Carlo algorithm presented in this paper
generates simulated data with quality at
least as good as the comparable R package
huge for cluster, random, hub and scale-
free network types of various sizes. By ad-
justing a small set of parameters, like the
number of samples generated per node the
data can be further optimized. The package
is currently submitted to the “The Compre-
hensive R Archive Network” and should
be available soon as an official R package.

List of Abbreviations

Abbrevia-

tions
Meaning

ADBOU Anthropological DataBase Odense University

AIC Akaikes Information Criterion

AUC
Area Under the Receiver Operating

Characteristic Curve

BCR Balance Classification Rate

CI95% 95% Confidence Interval

FN False Negative

FP False Positive

FPR False Positive Rate

IQR InterQuartile Range

LEH Linear Enamel Hypoplasia

MCC Matthews Correlation Coefficient

norm-MCC nomalized Matthews Correlation Coefficient

PPV Positive Predictive Value

PR-AUC Area Under the Precision Recall Curve

PRC Precision Recall Curve

ROC Receiver Operating Characteristic Curve

SNHA St. Nicolas House Analysis

TN True Negative

TNR True Negative Rate or specificity

TP True Positive

TPR True Positive Rate, sensitivity or recall
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Appendix

Table 2 List of arguments and guidelines for parameters of the Monte Carlo algorithm. Argument, description with guidelines and

default values of the Monte Carlo algorithm implemented in the R package mcgraph (Groth and Novine 2022).

Argu-

ment
Description

De-

fault

A Input graph. This can be a (weighted) directed or undirected graph, given as an adjacency matrix. -

n

The number of generated data values for each variable. The initial values are drawn from a normal

distribution as described before. More values should lead to pronounced correlations and better

reconstructs but will increase the runtime and memory allocation.

200

iter

The number of iterations, (i.e., the steps of refinement of the data). In each iteration the values of

outgoing neighboring nodes become more and more similar. This argument counteracts noise (i.e., more

iteration steps should decrease the influence of noise and allow for more pronounced correlations but

only to an upper bound).

30

val

The given mean value of the normal distribution the random values are drawn from. The default value of

100 is chosen based on practical considerations: noise, which is added after each iteration and drawn

from a normal distribution with a mean of 0, should only be a small fraction of the data values.

100

sd
The given value for the standard deviation of the normal distribution the random values are drawn from.

The default value of 2 is chosen to allow for a sufficiently large spread of the initial values.
2

prop

The proportion, which determines how the values of the respective source and target node are weighted

when calculating the updated value of the target in each iteration. Larger values increase the weighting

of the source and decrease the weighting of the target for the calculation of the weighted mean.

0.05

noise

The level of random noise, which is added to the data values in each iteration step. It indicates the value

for the standard deviation of a normal distribution with mean 0 from which values are drawn randomly.

The influence of noise is dependent on val (i.e., higher values for noise will lead to less pronounced

correlations between variables). We use a normal distribution with mean 0 to let noise only be small

fraction of val. This can be counterbalanced by increasing the value for iter.

1

init An optional argument to prespecify an alternative set of starting data. NULL
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